10

Correlational techniques

Calculating the correlation Pearson’s r Using R
To illustrate the generation of correlation coefficients in R we will use the social support and happiness data from Chapter 10 of the book. We have loaded this data into an Excel file as in Screenshot 1:
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Screenshot 1
You then need to import this file (saved as a .csv file) into R and assign it a data frame name. We have assigned the SocSupp name to our data frame in the examples that follow. To generate a Pearson Product Moment correlation coefficient you can simply use the cor() command. To do this type the following:

>cor(SocSupp)

You will be presented with the output shown in Screenshot 2:

[image: image2.png]> cor (SocSupp)

socsupport happiness
socsupport  1.0000000 0.4400029
happiness  0.4400029 1.0000000
>




Screenshot 2
Here you can see that we have a correlation coefficient of 0.44 between social support and happiness. You will notice that R does not automatically present p-values associated with these correlation coefficients. Another command that can be used to generate the correlation coefficient along with the p-values is the corr.test() command which is part of the psych package. To use this, you first need to load the psych package using the library() command:
>library(psych)

You can then use the corr.test() command to run the correlation:

>curtest(SocSupp)

You will be presented with the output presented in Screenshot 3:

[image: image3.png]> corr.test (SocSupp.
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Correlation matrix
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Screenshot 3
Here you can see that we have the correlation matrix at the top and the p-values associated with each of the correlation coefficients at the bottom of the table. We can see that the correlation between socsupport and happiness is 0.44 and this has an associated p-value of .04. Thus, this is a significant correlation.
If you wish to run a Spearman’s Rho correlation coefficient, you need to add an extra argument in the brackets to the data frame name. You need to use the method=”spearman” command (although for convenience this can be shorted to method=”s”). We have generated Spearman’s Rho using the following command:

>cor(SocSupp, method=”s”)

You will be presented with the details presented in Screenshot 4:

[image: image4.png]> cor (SocSupp, method="s".

socsupport happiness
socsupport  1.0000000 0.3876355
happiness  0.3876355 1.0000000
>




Screenshot 4
You should now be able to see that we have a Spearman’s Rho correlation coefficient of 0.39. We can also use the corr.test() command to generate a p-value associated with the Spearman’s correlation. We simply add in the method=”s” argument in the brackets of the corr.test() command:
>corr.test(SocSupp, method=”s”)

You will be presented with the output in Screenshot 5:

[image: image5.png]> corr.test(SocSupp, wethod="s")
Callicorr.test(x = SocSupp, method = "s"
Correlation matrix

sacsupport happiness
socsupport 1.00 0.33
happiness 0.39 1.00
sample Size

sacsupport happiness
socsupport 23 23
happiness 23 23
Probability value

sacsupport happiness
socsupport 0.00 0.07
happiness 0.07 0.00
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Screenshot 5

Finally, if you wanted to generate a scattergram illustrating the relationship between the two variables you can use the command that we showed you in Chapter 2 of the book, that is the plot() command. To generate the scattergram, you need to type the names of the two variables separated by a comma into the brackets of the plot() command e.g.
>plot(SocSupp$socialsupport, SocSupp$happiness)

When you do this, you will be presented with the scattergram presented in Figure 1:
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Figure 1
Partial correlations

Partial correlation is the correlation between two variables whilst controlling for a third (or more) variables. We also call this ‘partialling out’ or ‘covarying’. An easy example to illustrate this is the relationship between height and weight in children. 
To obtain partial correlations in R, you need to load the data into R from Excel. We have loaded this data in and assigned it a data frame name of ‘ParCor’. To run partial correlations you need to install a new package so that we can access the pcor() command. The package that we are after is the ggm package. To install this you should click on the Packages, Install package(s).. options (Screenshot 6):
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Screenshot 6
You will be asked to select a Cran Mirror and you should select one that is near to where you are e.g. (Screenshot 7):
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Screenshot 7
Click on the OK button and then in the scroll down list, select the ggm package and then click on OK to load up the package (Screenshot 8):
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Screenshot 8
Once you have this package loaded you will need to call it using the library(ggm) command:

>library(ggm)

You will now be able to use the pcor() command to run partial correlations. In our data file, we have three columns of data for age, height and weight. Perhaps the easiest way of getting the partial correlations is to refer to these by number, thus age is the first column, height is the second column and weight is the third column and so the following command will generate the correlation between age and height after partialling out weight:
>pcor(c(1,2,3), var(ParCor))
When you run this, you will be presented with the partial correlation coefficient of    -0.15 ( Screenshot 9):

[image: image10.png]> peor(e(1,2,3), var(ParCor))
[1] -0.1509179
N




Screenshot 9
You should note that R does not provide an associated p-value for these correlations and it is not that easy to obtain them.
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